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Abstract User reviews that are posted on the Google Play Store provide app
developers with important information such as bug reports, feature requests,
and user experience. Developers should maintain their apps while taking user
feedback into account to succeed in the competitive market of mobile apps. The
Google Play Store provides a star-rating mechanism for users to rate apps on
a scale of one to five. Apps that are ranked higher and have higher star ratings
are more likely to be downloaded. In this paper, we investigate and compare
men’s and women’s participation in user reviews that are posted on the Google
Play Store. We analyze 438,707 user reviews of the top 156 Android apps over
six months. We find that women give higher star ratings and use more positive
sentiment in their reviews than men. Furthermore, women’s reviews receive
more likes and are ranked higher in the top 10 by the Google Play Store. For
the reviews from which user gender can be inferred, we find that men submit
more reviews than women, making reviews by men more likely to be visible to
app developers and other users. Past research has shown that app developers
respond more to negative reviews with fewer stars. We found that developers
respond to a greater percentage of men’s reviews than women’s. The small
number of and more positive reviews by women are less likely to be addressed
by app developers; thus, the resulting changes to apps will align more with
the needs of men users, perhaps causing even less participation by women in
the Google Play Store reviews. Our findings suggest that developers should
take gender into consideration when responding to reviews to help mitigate a
feedback loop of bias. Our observations also suggest a need for future research
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in this area to understand the motivations of men and women in reviewing
apps and how developers respond to reviews.

Keywords Empirical study, Gender, Mobile app, App store

1 Introduction

The revenue of mobile applications (apps) has increased in the past few years
where app markets, such as the Google Play Store1, have become immensely
competitive for app developers (Statista, 2020). The Google Play Store pro-
vides users of Android apps with a mechanism for rating apps and leaving
feedback (i.e., user reviews). User reviews often include critical information
such as bug reports and feature requests that developers can use to improve
and maintain their apps, whereas, those developers who do not risk the sur-
vival of their apps in the competitive market of mobile apps (Noei et al, 2018).
Users have the option to associate their user reviews with ratings from one
star (the lowest) to five stars (the highest). Although users’ sensitivity to rat-
ings can be different in different countries (Kübler et al, 2018), star ratings
can affect the number of downloads (Bavota et al, 2015; Kim et al, 2011a).
Developers should keep improving their apps with respect to users’ feedback
in order to maintain or increase their star ratings and ranks on the Google
Play Store (Noei et al, 2018).

Prior research (e.g.,Ford et al (2017); Hannák et al (2017); May et al (2019);
Merchant et al (2019); Stephens (2013); Terrell et al (2017); Wachs et al (2017);
Wagner et al (2016)) has studied gender differences on online platforms, such
as Stack Overflow2 and GitHub3. For example, Vasilescu et al (2014) found
that a large proportion of users of Stack Overflow use anonymous identities
and the percentage of women who engage in such communities is imbalanced.
They asked users of Stack Overflow to provide them with information such as
their gender and age; they obtained 127 valid responses where the majority
of respondents were men (115 responses from men). May et al. (May et al,
2019) reported significant differences in the way men and women participate
in Stack Overflow discussions, observing that women hold half the reputation
of men on average. They suggested that this could be due to the fact that
men post more answers than women and men are usually rewarded more for
their given answers (May et al, 2019). On the other hand, unlike the findings
on Stack Overflow, Terrell et al. (Terrell et al, 2017) reported that women’s
contributions are accepted more often than men’s on GitHub.

Because of the importance of user reviews for changes and fixes made on
Android apps, we are interested in studying gender participation on the Google
Play Store. Users of Android apps can like a user review that they find useful
and developers can respond to any user review if desired. We identify genders

1 http://play.google.com/
2 http://www.stackoverflow.com/
3 http://www.github.com/
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associated with user reviews on the Google Play Store. There are two limita-
tions in the use of gender. First, users of the Google Play Store (as on many
platforms) do not include information about gender in their profile and so it
is not possible to know the gender with which people identify. Instead, we
infer gender from user names (Ford et al, 2017; Hannák et al, 2017; May et al,
2019; Vasilescu et al, 2014; Wachs et al, 2017; Wagner et al, 2016). Another
approach that has been used in the case of GitHub is to link user profiles by
email address with social media sites where users self declare gender (Terrell
et al, 2017). Since email addresses are not available from the Google Play
Store, we inferred gender from names. In cases where gender information is
inferred from names, there is the added limitation that the information is typ-
ically based only on two genders. We recognize that gender does not exist in
opposition or on a binary scale (Scheuerman et al, 2019). To attempt to over-
come this limitation, some researchers have used an approach that counts the
number of times a name is found in a list of male names in different countries
and the number of times it is found in a list of female names in different coun-
tries. If the number of times it is counted as male [female] is 2 times greater
than the number of times it is counted as female [male], it is labeled male
[female], otherwise, it is labeled as what they call “unisex” (Ford et al, 2017).
This approach is still limited in its ability to categorize users according to
their self-identified gender. We follow the approach of Hannák et al (2017);
May et al (2019); Vasilescu et al (2014); Wachs et al (2017); Wagner et al
(2016) and use tools that infer gender on a binary scale, recognizing this as a
limitation of our study.

We compare the number of user reviews posted by women and men. Then,
we compare the star ratings and sentiment scores of user reviews associated
with men and women. We identify the topics that are discussed by men and
women. Lastly, we study the relationship between gender and star ratings.
Women tend to give higher star ratings and post user reviews with higher
sentiment scores. For this study, we analyze 438, 707 user reviews of 156 An-
droid apps that are among the top-ranked apps on the Google Play Store in
Canada for six months from January 1, 2019 to July 12, 2019. We address the
following research questions:
RQ1) Are there the same number of reviews posted by men and
women?
Related work suggests lower participation of women on online platforms such
as Stack Overflow (May et al, 2019) and a low ratio of women participation
in online communities. We investigate men’s and women’s participation in the
Google Play Store. We observe that, for the reviews from which user gender
can be inferred, there are two times more user reviews that are posted by men
than women. Our findings suggest that remedies may be required to encourage
women to participate more in the Google Play Store as users’ feedback play
an important role in app development processes (Noei, 2018).
RQ2) Do men’s and women’s user reviews share similar topics?
We apply topic modeling on user reviews and observe statistically significant
differences between the proportion of topics by men and women. For example,
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28% of women discuss the topic of Learning while only 23% of men do. On
the other hand, 26% of men discuss Device & Connectivity as opposed to 20%
of women.
RQ3) What is the relationship between gender and star rating?
By building a linear regression model with star ratings as the dependent vari-
able, we identify gender as a statistically significant factor for explaining star
ratings. Also, star ratings and sentiment scores associated with user reviews
posted by women tend to be higher than those posted by men. Higher star
ratings and sentiment scores of women can introduce inequality as developers
tend to prioritize addressing more negative feedback in the future releases of
their apps (Noei et al, 2019a).
RQ4) How different is the response to men’s and women’s reviews?
Because we find a statistically significant relationship between gender and star
rating, in this research question, we study users’ and developers’ responses to
men’s and women’s reviews. We observe more likes received for reviews that
are posted by women. However, developers tend to respond more to reviews
that are posted by men. In addition, by analyzing the top ten (McMillan et al,
2013; Niu et al, 2017) user reviews of each app on the Google Play Store,
we observe that women’s reviews appear more often than men’s among the
reviews that users are more likely to see first (i.e., top ten). Our observations
suggest that developers should take gender into consideration to mitigate a
feedback loop of bias when responding to reviews.

Paper Organization. Section 2 explains our study setup including data col-
lection, gender inference, and metric measurement. Section 3 describes our
research questions and findings. Section 4 introduces the related work. Sec-
tion 5 discusses the potential threats to the validity of this work. Finally, we
conclude the paper in Section 6.

2 Study Setup

First, we explain the data collection process in Section 2.1. In Section 2.2, we
describe the methods that we use to infer users’ genders. Finally, in Section 2.3,
we explain the metrics that are measured for this study.

2.1 Data Collection

We gathered a list of the top 200 apps that are provided by the Google Play
Store in Canada as of July 12, 2019. The Google Play Store limits the total
number of user reviews that a user can view (Khalid et al, 2014a), so that
we could not access all the user reviews of all the 200 apps. Martin et al.
(Martin et al, 2015) discuss that using an incomplete set of user reviews in
app stores can introduce bias to the findings of empirical studies. To mitigate
such a threat, we study 156 of the apps for which we could retrieve all their
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Fig. 1: An example user review on the Google Play Store.

user reviews for 6 months. In this study, we use 438, 707 of the total 739, 598
retrieved user reviews (see Section 2.2). Android apps in this study, have a
minimum of 11, median of 2, 956, average of 4, 741, and maximum of 17, 840
user reviews.

To retrieve the user reviews, we utilized the same approach as Noei et al
(2019a) and developed a crawler on top of the Selenium automation tool4. Se-
lenium provides a set of tools and an application programming interface (API)
to facilitate automated web browsing processes. The client API of Selenium
lets developers communicate with the backend of Selenium and its web driver
sends the Selenium commands to the browser. By employing Selenium, for
each app, we retrieved all the available details of user reviews, such as the
name of users, reviews, associated stars, number of likes, date, and developers’
response (if available).

Figure 1 shows an example user review posted on the Google Play Store.
A user review is an informal piece of text without a predefined structure. User
reviews are valuable as they contain useful information for app developers,
such as bug reports, feature requests, and user experience (Fu et al, 2013;
Palomba et al, 2015). Recent studies have shown that addressing the issues
reported in user reviews can significantly help developers to improve their
apps and succeed in the competitive market of mobile apps (Noei et al, 2019a;
Palomba et al, 2015). As shown in Figure 1, each user review is associated
with a star rating from 1 (the lowest) to 5 (the highest). Also, for each user
review, as in Figure 1, the name of its author (replaced with the word: Name
in this figure to protect user privacy), date of the user review, and the number
of likes received from other users (indicated by the count under the thumps up
icon) are accessible.

2.2 Gender Inference

Identifying users’ genders is typically a complex problem (May et al, 2019). As
shown in Figure 1, each user review is associated with a name; therefore, we
infer users’ genders with the help of associated names. To this end, we apply
and evaluate three of the available solutions in the literature (and combina-

4 http://seleniumhq.org/
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tions of them): Genderize (Genderize, 2019), Genni (Smith et al, 2013), and
GenderComputer (Vasilescu et al, 2014).

Genderize (Genderize, 2019) is a tool that provides an API to predict the
gender of an individual using a database of 114, 541, 298 names in different
languages, such as English, Spanish, and French. We use GenderizeR (Wais,
2016) which is an R interface of Genderize to access its API. Genni (Smith et al,
2013) applies a logistic regression classifier to distinguish men’s and women’s
names. It also provides a web API to let users access the implemented classifier.
GenderComputer (Vasilescu et al, 2014) infers the gender of an individual by
looking up at a table of names that is collected using names associated with
users of Stack Overflow.

As discussed earlier, an important limitation of using tools such as Gen-
derize (Genderize, 2019) and Genni (Smith et al, 2013) is their inability to
identify non-binary genders (Ibrahim et al, 2019; Topaz and Sen, 2016), which
is, therefore, a limitation of our study.

2.2.1 Evaluation Data

To evaluate and identify the best approach to infer genders on the Google Play
Store, we take a random sample of 385 names from our dataset with a 95%
confidence level and confidence interval of 5.

2.2.2 Manual Labeling

Three evaluators manually labeled each name in the sample. Each evaluator
assigned a label of either man, woman, or unknown (if they could not identify
the gender using the associated name). Then, we applied the majority vote rule
to solve conflicts among evaluators. Out of 385 names, 205 (54%) names were
identified as men, 87 (23%) were women, and 91 (24%) identified as unknown.
We could not resolve only two names using the major vote rule; therefore, we
excluded these two names from our evaluation set.

2.2.3 Evaluation of Tools

Having our manual labeling as our golden set, we compare the output of each
tool against our manual analysis. Table 1 shows the results of our evaluation.
As shown in Table 1, Genderize achieves a precision of 85% whereas Genni
and GenderComputer achieve a precision of 83% and 81%, respectively.

In order to further improve the gender inference precision, we also tried
combinations of the aforementioned solutions and compared the outputs with
our manual labeling. In other words, we take a label as man or woman where
a combination of solutions agrees on the same label. We evaluate the following
combinations: (i) Genderize and Genni, (ii) Genderize and GenderComputer,
(iii) Genni and Genderize, and (iv) all three solutions.

The bottom part of Table 1 (last four rows) shows the results of each com-
bination. The last column in Table 1 (i.e., loss) indicates the proportion of
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Table 1: Gender inference evaluation results.

Solution Precision Loss

Genderize 0.85 -
Genni 0.83 -
GenderComputer 0.81 -
Genderize and Genni 0.94 0.20
Genderize and GenderComputer 0.95 0.22
Genni and Gender Computer 0.87 0.14
All Three 0.96 0.27

outputs where the solutions in each combination do not agree on the same la-
bel; therefore, will be omitted. The combination of all three solutions achieves
the highest precision (96%) however this combination suffers from the highest
loss rate (27%). While the combination of Genni and GenderComputer has
the lowest loss rate, it has the lowest precision among the combinations. We
selected the combination of Genderize and Genni as our solution by a com-
promise between precision and loss rate where this combination achieves a
precision of 94% and a loss rate of 20%. Therefore, by using both Genderize
and Genni, we are able to identify user genders with higher precision (in com-
parison to applying each method individually) and with a relatively low loss
rate.

2.3 Measuring Metrics

In addition to the identified gender labels (see Section 2.2), we follow the Goal/
Question/ Metric (GQM) paradigm (Basili, 1992; Van Solingen et al, 2002)
to capture the metrics of user reviews. The GQM paradigm is based on three
levels: (i) conceptual, (ii) operational, and (iii) quantitative. The conceptual
level defines the goal of measurements with respect to the purpose of a given
model. The operational level includes a set of questions in order to describe
the goal of the conceptual level. The quantitative level defines a set of metrics
that should be measured in order to address the questions of the operational
level.

Table 2 shows our GQMmodel with the goal of quantifying the information
provided in user reviews. As shown in Table 2, we measure metrics from six
major aspects: (i) star ratings, (ii) sentiment scores, (iii) users’ response (likes),
(iv) length (number of words and sentences), (v) rank, and (vi) developers’
response. For each user review, we capture the overall sentiment score, negative
sentiment score, and positive sentiment score. The negative sentiment score is
the measurement of negative terms, such as “terrible”, and positive sentiment
score in the measurement of positive terms, such as “excellent”. The overall
sentiment score is taking both negative and positive aspects into consideration
by summing negative and positive sentiment scores.
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Table 2: GQM model with the goal of quantifying user reviews associated with
men and women.

Question Metric(s) Description

How do men and women rate
an app?

Star Ratings Star ratings are one of the most impor-
tant factors for app developers. To in-
crease the star ratings, developers are
more likely to address user reviews with
lower stars first (Noei et al, 2018).

How do users react to the
user review associated with
men and women?

Likes Users can like user reviews and Google
Play Store reports the total number of
likes received for each user review.

How do men and women ex-
press their feedback?

Sentiment
Scores

The star ratings do not reflect all aspects
of the sentiment of user reviews. We ap-
ply sentiment analysis on user reviews
using the SentiStrength-SE tool (Islam
and Zibran, 2017) to measure the senti-
ment scores.

What is the length of user
reviews associated with men
and women?

Number of
Words and
Sentences

The length of a user review can reflect
the helpfulness and the amount of infor-
mation in a feedback (Kim et al, 2006).
We use Stanford parser (De Marneffe
et al, 2006) to count the number of words
and sentences in user reviews.

How does the Google Play
Store rank user reviews of
men and women?

Rank The Google Play Store uses its own crite-
ria to rank each user review. We capture
the ranks of user reviews (i.e., the order
of user reviews sorted and displayed by
Google Play Store).

To what degree do develop-
ers respond to user reviews
of men and women?

Developer
Response

Developers can respond to each user re-
view on the Google Play Store. We cap-
ture whether developers respond to each
of the user review in our dataset or not.

3 Research Questions and Results

In this section, for each research question, first, we explain our motivations.
Then, we describe our approach and findings.

RQ1) Are there the same number of reviews posted by men and
women?

Motivation

Recent studies suggest low participation of women in online communities and
platforms such as Stack Overflow (May et al, 2019). The ratio of men and
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women participation in such communities is different. May et al (2019) state
that while women ask more questions on Stack Overflow, men appear to be
more active (e.g., answer more questions and vote for more answers). Burger
et al (2011) reported that 48% of the Tweets5 in their study belong to women
while only 33% belong to men. In contrast, Wachs et al (2017) find that men
post more work on Dribbble6, an online platform for designers. In this research,
we are interested to investigate women’s and men’s participation in the Google
Play Store.

Approach

As explained in Section 2.2, we determine the gender of each user with a
precision of 94%. Using the identified genders, we compare the number of user
reviews associated with women and men to find out which gender generates
more user reviews.

Findings

Figure 2 shows the number of user reviews by men and women. The first and
second columns report the number of user reviews associated with men and
women, respectively. We only use the user reviews that are labeled as men or
women in this study and eliminate those that could not be labeled or for which
agreement was not reached (May et al, 2019; Wachs et al, 2017). The third
column reports the number of user reviews that are associated with names that
could not be labeled as man nor woman. The last column shows the number
of user reviews where Genderize (Genderize, 2019) and Genni (Smith et al,
2013) could not agree on the label associated with the name.

As illustrated in Figure 2, based on the user reviews for which we are able
to infer gender, men have posted 2.05 times more user reviews than women
with 294, 650 user reviews by men and 144, 057 user reviews by women. As we
discuss in the third research question, women tend to give higher star ratings
when leaving feedback. At the same time, developers tend to respond to user
reviews with lower star ratings first (Noei et al, 2018). Juxtaposing the two,
receiving lower attention from developers may have discouraged women and
resulted in a lower number of user reviews from women. Indeed our empirical
study cannot claim a reason and, therefore, future studies should shed more
light on this matter. However, our findings suggest that more fundamental
remedies are required to encourage women to participate more in the Google
Play Store. Thus, as users’ feedback play a major role in the development and
evolution of apps, women can play a stronger role in shaping the next versions
of their favorite apps.

Although overall, among the 156 apps that are studied in this paper, we
find 39 apps (i.e. 25% of apps) with more user reviews from women. Table 3

5 http://www.twitter.com/
6 http://www.dribbble.com/
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Fig. 2: Number of user reviews by men and women. The last two columns show
the number of user reviews by names that could not be labeled and number
of user reviews where Genderize and Genni do not agree on the label.

Table 3: List of top ten apps with more user reviews from women, ordered by
the ratio of user reviews by women versus men.

App Name Category
#Reviews Ratio

Men Women W/M

The Wonder Weeks Health & Fitness 65 509 7.83
Wattpad: Where stories live. Books & Reference 114 491 4.31
Fruits Master Puzzle 119 389 3.27
Global Star Live app V LIVE Entertainment 167 542 3.24
Word Crossy - A crossword game Word 995 2,718 2.73
Wayfair - Shop All Things Home Shopping 477 1,275 2.67
Pinterest Social 3,112 8,228 2.64
Candy Crush Friends Saga Casual 1,115 2,823 2.53
Moodpath Medical 296 716 2.42
Candy Crush Soda Saga Casual 355 849 2.39

lists the top ten apps with more user reviews from women and Table 4 lists
the top ten apps with more user reviews from men, with the app category,
number of user reviews by men and women, and the ratio of user reviews by
women and men. As shown in Table 3, The Wonder Weeks7 is the app with the
highest participation ratio from women which is a calendar app that explains
the development of a baby. As in Table 4, the top app for men, in terms of
participation ratio, is StbEmu8 which belongs to the category of Video Players
& Editors.

7 https://play.google.com/store/apps/details?id=org.twisevictory.apps
8 https://play.google.com/store/apps/details?id=com.mvas.stb.emu.pro
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Table 4: List of top ten apps with more user reviews from men, ordered by the
ratio of user reviews by men versus women.

App Name Category
#Reviews Ratio

Men Women M/W

StbEmu (Pro) Video Players & Editors 47 2 23.50
Iron Marines Strategy 338 15 22.53
365Scores Sports 2,033 100 20.33
Grindr - Gay chat Social 2,275 116 19.61
Torque Pro (OBD 2 & Car) Communication 428 23 18.61
UFC Sports 207 16 12.94
Tasker Tools 233 19 12.26
Navigation Pro Maps & Navigation 354 29 12.21
Nova Launcher Prime Personalization 2,324 212 10.96
Nitro Nation Drag & Drift Racing 609 56 10.88

Our study covers 38 categories of Android apps. To find out about each
category, please visit Google category guidelines (Google, 2020). Despite the
fact that we only cover one to two apps in some of the categories (which is not
representative enough to draw a conclusion about a category), our observations
denote a potential difference in the participation of men and women. Table 5
shows a complete list of categories in this study sorted by the ratio of user
reviews by women versus men. As shown in Table 5, the category of Books
& Reference holds the highest ratio of women participation, followed by the
categories of Puzzle Games, Medical, and Educational. On the other hand, the
category of Racing Games receives its majority of feedback from men, followed
by the categories of Personalization, Simulation, and Sports.

Similar to our findings, a report on the types of apps and app categories
more frequented by men and women concluded that there is a 50-50 split in
gender ratio for the popular apps (Bonnington, 2013). They also found, similar
to our findings, that men download sports- and automotive-related apps more
than women do and women are more likely to download catalog apps, health
& fitness-related apps, and trivia, puzzle, and education or family-friendly
games (Bonnington, 2013).

After excluding user reviews with names that are labeled as unknown
or disagreement, in total, there are more user reviews posted by men
than women on the Google Play Store. The only exception is for the
categories of Books & Reference, Puzzle, Medical, Learning, Word, Mu-
sic, and Casual where the number of user reviews posted by women is
greater than those by men.
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Table 5: List of categories with number of apps in each category and number
of user reviews by men and women, sorted by the ratio of user reviews from
women versus men.

Category #Apps
#Reviews Ratio

Men Women W/M

Books & Reference 1 114 491 4.31
Puzzle 1 119 389 3.27
Medical 1 296 716 2.42
Educational 1 81 179 2.21
Word 3 2,591 4,823 1.86
Music 1 400 636 1.59
Casual 8 9,911 10,145 1.02
Card 2 5,639 5,386 0.96
Shopping 4 8,321 7,066 0.85
Social 6 12,842 10,326 0.80
Education 4 1,008 807 0.80
Photography 9 9,117 7,119 0.78
Food & Drink 5 12,714 9,811 0.77
Entertainment 11 22,360 16,804 0.75
Health & Fitness 9 9,348 6,476 0.69
Travel & Local 3 7,962 4,846 0.61
Arcade 8 5,017 2,853 0.57
Finance 2 2,049 1,095 0.53
Board 1 1,125 599 0.53
Weather 2 948 487 0.51
Communication 13 45,686 18,542 0.41
Productivity 5 12,861 5,089 0.40
Adventure 2 1,787 587 0.33
Lifestyle 4 15,535 4,706 0.30
Maps & Navigation 2 4,190 1,253 0.30
Action 5 6,887 1,924 0.28
Tools 5 5,831 1,598 0.27
Music & Audio 5 16,904 4,505 0.27
Dating 1 1,119 298 0.27
Strategy 6 8,876 2,173 0.24
News & Magazines 5 14,695 3,554 0.24
Auto & Vehicles 1 11,060 2,599 0.24
Video Players & Editors 5 15,917 3,406 0.21
Role Playing 1 1,194 182 0.15
Sports 10 15,816 2,146 0.14
Simulation 2 894 110 0.12
Personalization 2 2,828 275 0.10
Racing 1 609 56 0.09

RQ2) Do men’s and women’s user reviews share similar topics?

Motivation

In this research question, we investigate the topics of reviews by men and
women so that we can further understand the differences between user reviews,
e.g., do women report more bugs than men?
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Approach

We use topic modeling to identify and quantify the topics associated with
reviews by men and women. To this end, we apply the Latent Dirichlet Allo-
cation (LDA) technique (Blei et al, 2003). LDA allows sets of observations to
be described by unobserved groups of data, and, therefore, it determines the
similar parts accordingly (Blei et al, 2003). LDA has been applied in previous
studies on user reviews (Guzman and Maalej, 2014; Iacob and Harrison, 2013).

In order to build a corpus of user reviews, we take a similar approach as
Noei et al (2019b) when preprocessing user reviews. First, we correct typos and
informal terms in user reviews as user reviews usually suffer from typos and
typos can impact the results of text analysis techniques (Nord, 2005). Similar
to Noei et al (2018, 2019b), we fix typos using Jazzy Spell Checker (Jazzy,
2017) with a dictionary of 645, 289 English words. We then resolve synonyms in
user reviews. Third, we fix negations in user reviews as negations can disturb
text processing techniques (Villarroel et al, 2016). For example, we replace
“not good” with “bad” in our user reviews using the Stanford natural language
processing toolkit (Manning et al, 2014). Fourth, we remove the punctuation
and stop words (Rajaraman et al, 2012), such as will and that. Finally, we stem
the words (Lovins, 1968). For instance, commented and commenting have the
same word stem which is comment.

We configure LDA parameters (see Blei et al (2003)) with respect to the
distribution of data (Panichella et al, 2013). More details about the LDA and
its parameters can be found at Blei et al (2003). To identify the optimum
number of topics, we apply the approach proposed by Deveaud et al (2014)
that estimates the number of latent concepts by maximizing the information
divergence between all pairs of topics of LDA. The optimum number of top-
ics for our corpus of user reviews is 10 where overall dissimilarity between
topics achieves its maximum value. We run LDA with 2, 000 Gibbs sampling
iterations (Raftery et al, 1992).

Findings

Table 6 shows the results of the topic modeling. The second column in this
table shows the most frequent words of each topic and the third and fourth
columns denote the ratio of men and women that discuss each topic, respec-
tively. The last column indicates the adjusted p-values comparing the propor-
tion of user reviews by men and women for each topic. We identified ten major
topics as follows:

– Bug Reports. Users report bugs and glitches they encounter while using an
app. For example: “Trying to access messages is very glitchy. I can browse
ads fine but pulling up old messages is filled with bugs... constantly says
network problem when there is actually no issues.”

– Device & Connectivity. Users share their experience when using an app on
different devices. Their major issue seems to be calls and connections on
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Table 6: Topics of user reviews with the proportion of men and women par-
ticipated in each topic.

Topic Key Terms
Proportion of Adjusted
Men Women p-value

Bug Report error, save, crash, time, long 0.22 0.21 4.05e-21
Device & Connectivity phone, google, call, connect, android 0.26 0.20 0.00e-00
Game game, play, fun, level, addict 0.27 0.29 8.17e-21
Learning help, interest, feel, idea, learn 0.23 0.28 1.38e-249
Multimedia add, download, movie, song, quality 0.23 0.22 1.81e-14
Notifications & Messages email, text, open, load, notification 0.23 0.20 3.43e-107
Purchase & Order buy, service, time, money, place 0.23 0.24 3.67e-19
Review review, star, rate, full, people 0.21 0.17 3.66e-131
Social day, account, friend, user, number 0.22 0.20 2.36e-32
Speed better, browser, experience, fast, super 0.24 0.19 7.70e-288
Video & Music video, watch, music, screen, player 0.23 0.20 3.02e-134

their devices. For example: “Using ver. 7.1.2 on my Google Pixel 2 XL,
Android 8.1. The app forced on me several times. I uninstalled and rein-
stalled the app twice, but the result was the same. The most disappointing
issue is that it absolutely does not work with Android Auto.”

– Game. Users share their experience running a game. They usually talk
about how addictive a game or discuss different levels of a game. For ex-
ample: “I love this game!!! Best and most addictive and addicting game I’ve
ever played!!! I would so recommend this game!!! This is a well designed
game and fun for sure!!!”

– Learning. Users talk about learning aspects of an app, such as how helpful
it is. For example: “So far it has been very helpful and I am learning more
about simple meditation no matter where I am.”

– Multimedia. Users write about their experience of media consumption on
an app, such as its quality and user friendliness. For example: “...buffers
or pauses every 10 seconds.both through Chromecast and the Android TV
app. i am on a 300mbps internet service... please help!”

– Notifications & Messages. User reviews within this topic are more about
text messages, emails, and notifications received by the apps and the issues
around messages and notifications. For example: “Takes an excessively long
time to load anything. ...and notifications are on even if you turn them off
unless you try off all notifications.”

– Purchase & Order. User reviews in this topic include user complaints or
reports when purchasing a service or paid version of an app. It also in-
cludes user reviews about the apps that helps them in buying and selling
online. For example: “Don’t buy. There are too many new launchers run
by developers who are excited to hear from the users about issues and im-
provements.”

– Review. Users speak about the reviews of an app. A very common issue
within this topic is asking for a feature request or bug fix so that they
improve their current given star rating and feedback. For example: “Won’t
modify the pics on google photos. ‘Modify Original’ option does not help.
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Earlier it used to create another copy now it won’t. Kindly fix it and I will
give 5 stars (which is actually this apps worth).”

– Social. Users explain social aspects of an apps, their profiles, and how it
connects them with other people and friends. For example: “Good app to
find new friends with similar interests.”

– Speed. Users share their experience on how speedy an app is for fulfilling
their requirements. For example: “super slow and bad quality even when
you have a very fast internet connection.”

– Video & Music. User reviews within this topic include user experiences
and reports about watching video or listening to music. For example: “I
used to listen all my music with ok app. Now it doesn’t play anymore in
background. You need a subscription for that.”.

The third and fourth columns of Table 6 show the proportion of men par-
ticipating in each topic versus the proportion of women. For three topics of
Learning, Game, and Purchase & Order (reported with a bold font in the ta-
ble), the ratio of women is more than men. Although both men and women
share similar topics of user reviews, we investigate their proportion of contri-
bution to each topic using χ2 test (Bolboacă et al, 2011; Ugoni and Walker,
1995). First, we form a contingency table for each topic. Each contingency ta-
ble contains the number of user reviews that discuss a topic versus other topics
for men and women. Then, we apply χ2 test to each contingency table. We
adjust the p-values that are derived from each test (i.e., one test per topic)
using Benjamini-Yekutieli method (Benjamini and Yekutieli, 2001). All the
adjusted p-values (as listed in the last column of Table 6) indicate significant
differences between the proportion of topics that are covered by men versus
women.

Table 5 shows the number of user reviews in each category of apps in our
dataset and Table 6 shows the topics of user reviews that are shared between
men and women. By crosschecking the two tables, we observe that in the cate-
gories of Books & References, Puzzle, Medical, Educational, Word, and Music,
the number of user reviews that are posted by women are more than men for
all the identified topics of user reviews. Having more user reviews by women in
the aforementioned categories is not an unusual observation as it is in line with
our observations in Table 5. In addition to the six aforementioned categories,
we observe more user reviews by women in the categories of Educational and
Social discussing the topic of Learning, in the category of Shopping discussing
Multimedia, and in the categories of Card and Casual talking about Game.

Despite similar topics of user reviews between men and women, there
are significant differences in their proportion of contribution to each
topic. For example, 28% of user reviews by women are about learning
while 23% of user reviews by men are about learning.
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RQ3) What is the relationship between gender and star rating?

Motivation

Users usually rely on star ratings for choosing an app to download (Bavota
et al, 2015). Harman et al (2012) reported a statistically significant relationship
between the number of downloads and star ratings. In this research question,
we are interested to check whether gender relates to star ratings, and if it does,
whether men or women provide higher star ratings and sentiment scores. This
is important as developers tend to address reviews with a low number of stars
and more negative user reviews first (Noei et al, 2018).

Approach

Recent studies (Martin et al, 2016; Noei and Lyons, 2019) identified important
metrics that are statistically significantly related to star rating such as sen-
timent scores and length of user reviews. We build a linear regression model
(Weisberg, 2005) using star ratings of each user review and the aforementioned
metrics as control variables. We also include the number of likes received for
each user review, ranks of user reviews by the Google Play Store, and devel-
opers’ response to user reviews (see Section 2.3).

After building a linear regression model using the metrics listed in Table 2,
we add gender as a new metric to the model. Then, by applying the ANOVA
test (Pinheiro et al, 2007), we compare the two models: (i) the one with gender
as a metric, and (ii) the one without gender as a metric. A p-value ≤ 0.05
denotes a statistically significant difference between the two models where
gender contributes statistically significantly to the explanatory power of the
model.

We identify the correlated metrics because the inclusion of correlated met-
rics negatively affects the stability of the linear regression model and, therefore,
prevents us from understanding the full impact of each metric (Harrell, 2001).
We apply variable clustering analysis (Hmisc, 2020) to build a hierarchy of
the correlated explanatory metrics. For each metric sub-hierarchy with corre-
lation |ρ| > 0.7 (Nguyen et al, 2010), we select only one metric for inclusion
in the model. Figure 3 shows the hierarchical clustering of metrics accord-
ing to Spearman’s |ρ|. In Figure 3, the horizontal line shows the threshold at
which the metrics are considered highly correlated. As shown in Figure 3, the
numbers of words and sentences are highly correlated in addition to positive
sentiment scores and overall sentiment scores. We pick the number of words
and overall sentiment scores for inclusion in our model.

Findings

By applying the ANOVA test (Pinheiro et al, 2007), we compare the two
models: (i) Base Model : all the metrics except gender included with 438, 701
degrees of freedom and (ii) Full Model : all the metrics plus gender are included
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Fig. 3: Hierarchical clustering of metrics according to Spearman’s |ρ|.

Table 7: Linear regression model with star ratings as the target variable.

Metric Estimate Std. Error P(> |t|)

Base Model

Developer Response (True) -8.58e-01 5.72e-03 < 2e-16
Number of Likes 6.24e-05 8.77e-06 1.16e-12
Number of Words -2.47e-02 1.25e-04 < 2e-16
Rank 5.10e-06 4.36e-07 < 2e-16
Sentiment Score (Negative) -1.51e-01 3.61e-03 < 2e-16
Sentiment Score (Overall) 6.23e-01 2.10e-03 < 2e-16

Full Model

Developer Response (True) -8.52e-01 5.72e-03 < 2e-16
Gender (Man) -9.47e-02 3.99e-03 < 2e-16
Number of Likes 6.18e-05 8.76e-06 1.84e-12
Number of Words -2.47e-02 1.25e-04 < 2e-16
Rank 5.58e-06 4.37e-07 < 2e-16
Sentiment Score (Negative) -1.48e-01 3.61e-03 < 2e-16
Sentiment Score (Overall) 6.18e-01 2.11e-03 < 2e-16

as explanatory metrics (with star rating as the target variable) with 438, 700
degrees of freedom and R2 = 0.39. The p-value associated with the ANOVA
test is < 2.2e−16 which denotes a statistically significant difference between the
two models. In other words, the addition of gender to the model significantly
increases its explanatory power.

Table 7 shows the base regression model and full model. In this table,
the significant metrics have P (> |t|) less than 0.05. P (> |t|) is the p-value
associated with the t-statistic (McClave and Sincich, 2006). The third column
in Table 7 shows the coefficients of each metric and the fourth column shows
the standard error.

Gender is a categorical metric indicating man or woman. As in Table 7,
gender as a man shares a statistically significantly negative relationship with
star ratings while gender as a woman share a statistically significantly positive
relationship. Women tend to give higher stars to apps with an average star
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rating of 3.94 in comparison with men who give an average star rating of 3.70.
We plug median values for all the variables into our model while flipping the
gender. Switching the gender from man to woman increases the star rating
(i.e., dependent variable) by 0.10. Moreover, given that we study the top apps
on the Google Play Store, 49% of star ratings given by women users are asso-
ciated with full five stars while only 39% of men have given five stars to the
studied apps.

Furthermore, sentiment scores of user reviews by women are associated
with higher scores (0.9 on average) than user reviews by men (0.6 on average).
The negative sentiment scores of both men and women are similar (1.43 and
1.40 on average for men and women, respectively); however, user reviews by
women hold higher positive sentiments, 2.37, compared to 2.08 for men. This
indicates that women tend to use positive terms, such as great and excellent,
more often.

Gender shares a statistically significant relationship with star ratings.
Despite a lower ratio of participation by women, women tend to rate
apps with more stars and leave reviews with more positive sentiment
scores in comparison to men.

RQ4) How different is the response to men’s and women’s reviews?

Motivation

On most online platforms and communities, such as GitHub, users are explic-
itly associated with their user profiles which typically include a name, profile
picture, links to their websites, and other information about them. However,
on the Google Play Store, users do not own a page or profile of their own and
the only information visible to other users is their profile picture and name.
In the previous research question, we observed that women tend to rate apps
with higher stars and post user reviews with higher sentiment scores than
men. In this research question, we study users’ and developers’ responses to
reviews posted by men and women. The outcome of this research question can
help the software development community understand gender in the mobile
app development community and on app stores. For example, the Google Play
Store can use gender as an additional metric in their rankings and developers
can consider gender in responding to reviews.

Approach

In the last research question, we study stars and sentiment scores and their
relationship with gender. In this research question, we study the remaining
metrics (see Table 2) and analyze the differences between reviews by men and
women.
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Findings

Developer Response. Developers’ response rate is different for men and
women. Overall, developers have responded to 40, 227 user reviews by men
(14% of men’s reviews) and only to 14, 669 user reviews by women (10% of
women’s reviews). We apply χ2 test (Bolboacă et al, 2011; Ugoni and Walker,
1995) on a contingency table given gender on one side and developers’ response
on the other side. The χ2 test confirms a statistically significant difference in
developers’ response with a p-value < 2.2e−16. Our study does not reveal the
reason behind this difference in response rates; however, this can be due to the
statistically significant negative relationship of developers’ response with star
ratings (see Table 7) which is in line with findings revealed by recent studies
(Noei et al, 2018) that developers tend to address more negative user reviews
first.

Number of Likes. As shown in Table 7, the number of likes shares a statisti-
cally significant relationship with star ratings. Users of the Google Play Store
can like user reviews of other users. In our dataset, user reviews by women
received more likes (11.1 likes on average) while user reviews by men received
8.8 likes on average. There might be different reasons for this observation. For
example, we find that women tend to give higher star ratings to apps and
star ratings correlate with the number of likes (see Table 7). Also, in a study
by Hong et al (2017), they found that women receive more likes than men
on Facebook9 while men use comment and like functionalities more often on
Facebook. Also, Ford et al (2017) observed that women are more likely to
engage with a post on Stack Overflow if they see other women involved in
the conversation. However, further research is required to fully understand the
reason behind the higher number of likes for reviews by women.

Rank. The Google Play Store ranks user reviews and presents them based
on their rank. As users rarely check beyond the first ten results of search
engines (McMillan et al, 2013), we study the top ten user reviews of each app
and compare ranks of women versus men user reviews. Figure 4 shows kernel
density estimates of the appearance of men and women user reviews in the
top ten ranked user reviews for each app. As shown in Figure 4, user reviews
posted by women tend to get higher ranks from the Google Play Store than
men. This observation is in line with our earlier finding that user reviews by
women tend to receive more likes from users.

Number of Words and Sentences. The length of user reviews in terms of
the number of words and sentences may impact users’ likes and developers’
responses. For example, Asiri and Chang (2018) report that participants of
their study do not read all user reviews especially the longer ones. However,
longer user reviews might provide more useful information (Vasa et al, 2012).

9 http://www.facebook.com/
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Fig. 4: Kernel density estimates of the appearance of men and women user
reviews among top ten ranked user reviews for each app.

We observe that the length of user reviews in terms of the number of words
and sentences is fairly similar for men and women. User reviews by both men
and women are around two sentences and 18 words long on average. In con-
trast, the lengths of men’s and women’s feedback are different in some other
communities. For example, Otterbacher (2010) reported shorter movie reviews
by women yet richer reviews in vocabulary (Hemphill and Otterbacher, 2012).

Future research should shed more light on such similarity and also into
other characteristics of user reviews by men and women, such as linguistic
patterns (Fink et al, 2012; Karimi et al, 2016; Otterbacher, 2010), that can be
related to the differences in the number of likes and responses for user reviews
of men and women. Lakoff (Lakoff, 1975, 1973) states that women use hedges,
such as kind of and sort of, more than men to soften their arguments. However,
in our dataset, we observed similar use of hedging by both men and women on
the Google Play Store with 22% and 23% for men and women, respectively.
Argamon et al (2003) found that women use a higher rate of pronouns. Similar
to Otterbacher (2010), we count the ratio of pronoun use in user reviews by
men and women. As shown in Table 8, both men and women in our study use
pronouns similarly; however, women tend to use 1st person singular pronouns,
such as I and me, more frequently than men. Foltz et al (1999) provides a basic
measure of writing complexity that has been used for automatic essay scoring.
Otterbacher (2010) reported that men’s reviews have more complex words and
sentences than women’s. We also investigated user review complexity on our
dataset. We observe that men and women tend to produce user reviews with
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Table 8: Proportion of usage of pronouns in user reviews of men and women.

Pronoun
Proportion of

Men Women

1st person singular 0.369 0.484
2nd person singular 0.149 0.148
3rd person singular, men 0.004 0.005
3rd person singular, women 0.002 0.004
3rd person singular, neutral 0.284 0.331
1st person plural 0.025 0.028
2nd person plural 0.148 0.148
3rd person plural 0.058 0.065

similar complexity: (i) 8.98 and 9.08 words per sentence for men and women,
respectively, and (ii) 5.35 and 5.27 characters per word for men and women,
respectively. The similarity of linguistic patterns for both men and women on
the Google Play Store can occur because of various reasons such as (i) the
unstructured format of user reviews, (ii) using a small mobile device to post
user reviews, or (iii) the hasty nature of using such platforms so that users can
post feedback on the go, such as on a train or bus.

User reviews by women tend to be liked more by other users and they
are among the higher-ranked user reviews by the Google. However, user
reviews by women receive a lower number of responses from developers.

Discussion

In this section, we explore two additional scenarios in which we assume that
unknowns and disagreements (see Section 2.2) are either posted only by men
or women. The goal of such additional experiments is to test whether our
observations still hold even with such strict and unlikely assumptions. The
two scenarios are as followed:
Scenario1: We assume that user reviews that are either labeled as unknown
or disagreement are posted by men.
Scenario2: We assume that user reviews that are either labeled as unknown
or disagreement are posted by women.

In terms of the number of reviews posted by men and women, given the two
scenarios and the results that have been demonstrated in Figure 2, applying
Scenario1 results in more reviews by women, and vice versa for Scenario2. This
observation was expected since 41% of the initial data were labeled as either
unknown or disagreement.

However, when we repeat the remaining experiments, we observe results
that are in line with the results of the original experiments for each research
question. Table 9 shows the proportion of the topics of user reviews that are
posted by men or are labeled as unknown or disagreement (i.e., Scenario1)
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Table 9: Topics of user reviews with the proportion of men and women partic-
ipated in each topic given Scenario1 (unknown and disagreements considered
as men) and Scenario2 (unknown and disagreements considered as women).

Topic Scenario1 Scenario2

Bug Report 0.22 0.22
Device & Connectivity 0.24 0.21
Game 0.28 0.29
Learning 0.25 0.27
Multimedia 0.23 0.23
Notifications & Messages 0.23 0.22
Purchase & Order 0.23 0.23
Review 0.20 0.19
Social 0.22 0.22
Speed 0.23 0.21
Video & Music 0.23 0.22

versus the proportion of the topics of user reviews that are posted by women
or are labeled as unknown or disagreement (i.e., Scenario2). For example, for
the topic of Bug Reports, Scenario1 shows the proportion of user reviews among
all the user reviews that are marked as man, unknown, or disagreement is 0.22.
By comparing Table 6 and Table 9, we find that even by applying each of the
scenarios, the results of the second research question remain similar. Moreover,
similar to the results of the second research question, applying χ2 test implies
significant differences between the proportion of men and women covering each
topic.

Finally, we build two linear models after applying each scenario. Table 10
shows both linear models. The relation of each variable to star ratings and
their significance is similar to the original model (see Table 7) with a slightly
lower R2 value for both models (0.38). The metrics of user reviews that are
labeled as unknown or disagreement come right in between men and women;
for example, women give 3.9 stars on average and men 3.7 stars. The average
of stars associated with unknown and disagreement user reviews is 3.8.

Implications for Research and App Development

Related work suggests different rates of participation by women in online plat-
forms; for example, lower participation on Stack Overflow (May et al, 2019)
but higher on Twitter (Burger et al, 2011). In this study, we observe that there
are some differences and similarities between user reviews posted by men and
women. One of the similarities is the topics of user reviews despite the differ-
ences in the ratio of contributions between men and women. We identified ten
major topics, such as bug reports and device & connectivity. Topics of user re-
views can provide app developers with valuable information when maintaining
their apps (Noei et al, 2019b). When studying topics of user reviews, develop-
ers and researchers should keep in mind that, despite lower star ratings from
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Table 10: Linear regression models for Scenario1 and Scenario2 with star rat-
ings as the target variable.

Metric Estimate Std. Error P(> |t|)

Scenario1

Developer Response (True) -8.24e-01 4.33e-03 < 2e-16
Gender (Man) -6.80e-02 3.65e-03 < 2e-16
Number of Likes 6.24e-05 8.77e-06 < 2e-16
Number of Words -2.42e-02 9.84e-05 < 2e-16
Rank 6.18e-06 3.38e-07 < 2e-16
Sentiment Score (Negative) -1.40e-01 2.83e-03 < 2e-16
Sentiment Score (Overall) 6.21e-01 1.64e-03 < 2e-16

Scenario2

Developer Response (True) -8.27e-01 4.33e-03 < 2e-16
Gender (Man) -6.67e-02 2.94e-03 < 2e-16
Number of Likes 4.93e-05 5.89e-06 < 2e-16
Number of Words -2.41e-02 9.84e-05 < 2e-16
Rank 6.04e-06 3.38e-07 < 2e-16
Sentiment Score (Negative) -1.40e-01 2.83e-03 < 2e-16
Sentiment Score (Overall) 6.21e-01 1.64e-03 < 2e-16

men, both men and women contribute to the topics. Therefore, user reviews
should not be prioritized solely based on the associated star ratings.

The second similarity is the length of user reviews. Both men and women,
on average, post user reviews with two sentences and 18 words. Therefore,
gender classification based on the length of user reviews seems to be less rele-
vant than findings from other studies such as Mukherjee and Bala (2017) and
Otterbacher (2010) that use text length to identify genders in other commu-
nities.

In spite of the similarities, we observed various differences as well. Besides
the number of user reviews, women tend to associate their user reviews with
higher star ratings and with more positive content. This can lead to attracting
less attention from developers as developers are more likely to address prob-
lems in user reviews that are associated with lower star ratings first (Noei et al,
2018). This could also result in a feedback loop where women’s reviews are not
responded to as often as men’s, further decreasing their participation in the
app review process. Our findings indicate that developers should take gender
into consideration when responding to reviews and the Google should con-
sider including gender as an additional factor when considering user feedback
in their app rankings.

Last but not least, user reviews by women are more likely to be liked
by other users. Also, user reviews by women are usually ranked higher in
comparison to those by men. This is important for app developers as users
usually read the first few user reviews when deciding to download and install
an app on their devices. Women’s reviews are potentially having a greater
influence on users but attracting less attention from developers. Developers
will want to make sure that reviews from both women and men are responded
to equitably.
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4 Related Work

In this section, we summarize the related work along with two research di-
rections: (i) user reviews on app stores and (ii) gender studies in different
communities.

4.1 User Reviews on App Stores

Star ratings, users’ feedback, and app ranks are important elements of success
on the Google Play Store (Martin et al, 2016). Harman et al (2012) observed
that there is a statistically significant relationship between the number of
downloads and star ratings of apps and Kim et al (2011b) discussed how star
ratings can impact users’ decisions when downloading an app. Therefore, many
studies investigate various metrics that are related to star ratings (Bakar and
Mahmud, 2013; Bavota et al, 2015; Linares-Vásquez et al, 2013; Ruiz et al,
2016; Tian et al, 2015); however, Kübler et al (2018) discussed that app popu-
larity and users’ sensitivity to factors like ratings and price can be different in
different countries. Linares-Vásquez et al (2013) found that low-quality APIs
can affect star ratings of mobile apps. Bavota et al (2015) showed that the
user-perceived quality of an app shares a relationship with fault- and change-
proneness of the APIs that are used by the app. To the best of our knowledge,
none of the recent work has empirically investigated the relationship between
star ratings and gender using a large dataset from the Google Play Store. In
2013, Baek (2013) surveyed 191 participants (57% male) in Korea. They re-
ported no significant relationship between their participants’ gender and their
attitudes (positive or negative) towards apps. However, unlike their study,
based on the empirical study presented in this paper, we observe that women
tend to leave feedback with higher stars and more positive sentiment scores in
comparison to men.

Given the importance of user reviews, some studies propose solutions to
summarize user reviews (Galvis Carreño and Winbladh, 2013; Guzman and
Maalej, 2014; Iacob and Harrison, 2013). For example, Panichella et al (2016)
applied natural language processing, text analysis, and sentiment analysis to
classify user reviews into five different intentions of information giving, in-
formation seeking, feature requests, problem discovery, and others. Villarroel
et al (2016) proposed an approach to classify user reviews into bug reports and
feature requests. Khalid et al (2014b) manually identified a set of user com-
plaints such as app crashing, compatibility, and feature requests and showed
their relationship with star ratings. In this paper, we observe that user reviews
by men are addressed more by developers while user reviews by women receive
more likes from users. Understanding such differences can help developers in
identifying important user reviews rather than focusing on, for example, more
negative ones.
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4.2 Gender Studies

We discuss gender studies in different communities in this section.

4.2.1 Software Development Communities

Terrell et al (2017) studied GitHub to understand gender differences in this
software development platform. They observed that women’s contributions,
such as pull requests, are more likely to be accepted than men’s. However, for
contributors who are from outside a project and their gender is identifiable
by developers, men’s contributions tend to be accepted more often. Ford et al
(2017) studied Stack Overflow and reported that despite the lower participa-
tion of women, women are more likely to engage with a post that is contributed
to by other women. May et al (2019) also studied gender differences in Stack
Overflow. They reported that men post more answers than women to the ques-
tions, and, also, men tend to be more rewarded with an increased reputation
for their answers (May et al, 2019). Vasilescu et al (2014) reported that 55%
of users in their study present themselves as men, while only 7% as women
on Stack Overflow. They also investigated gender participation in two web
content management systems, including Drupal10 and WordPress11. They re-
ported that active participation for women in Drupal and WordPress mailing
lists is only 10% and both content management systems have more men users
than women users. Unlike earlier work, we reveal gender participation and dif-
ferences in users of the Google Play Store which have interesting implications
for both app developers and researchers.

4.2.2 Other Communities

Some of the earlier research targets gender studies in other types of online
communities, such as communities for reviewing movies. Wachs et al (2017)
studied the Dribbble online platform to answer and explore the factors be-
hind success in an online design community. They reported that men post
more of their work on Dribbble, and, therefore, can demonstrate their work
to a larger audience. Wachs et al (2017) also found that men receive more
likes on Dribbble and skills listed by men on their profiles (such as product
management), share a statistically significant relationship with the number
of received likes, while, women’s skills, such as calligraphy and social media,
share a negative relationship. Hannák et al (2017) studied bias in online free-
lance marketplaces, including TaskRabbit12 and Fiverr13. They reported that
being a woman shares a statistically significant negative relationship with the
number of reviews received for an individual. Wikipedia, which is an online

10 http://www.drupal.org/
11 http://www.wordpress.com/
12 https://www.taskrabbit.com/
13 https://www.fiverr.com/
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platform that allows everyone to participate, suffers from a gender gap with
fewer than 15% women contributors (Collier and Bear, 2012). Wagner et al
(2016) studied gender in the content posted on Wikipedia showing that gender-
related topics are more present in biographies about women, while abstract
terms tend to be used to describe positive aspects in the biographies of men
and negative aspects in the biographies of women.

5 Threats to Validity

In this section, we discuss potential threats to the validity of this study (Shull
et al, 2007).

5.1 Construct Validity

Martin et al (2015) states that using an incomplete set of user reviews can
introduce bias to the findings of empirical studies on app markets. To mitigate
this threat, we retrieved all the user reviews of our apps over six months
and excluded the apps with an incomplete set of user reviews. In the manual
evaluation of the gender inference approach, we employ three evaluators from
North America. However, for example, a name that is mostly used for men
in North America may commonly be used for women in another part of the
world. Nonetheless, we rely on Genderize and Genni to infer genders for this
study.

5.2 Conclusion Validity

In order to increase the accuracy of identifying genders, we use both Genni
and Genderize tools. Although this results in the exclusion of some of the data
from this study, we could apply our analyses on a large number of user reviews
(438, 707 user reviews) with a precision of 94%. It is also possible that women
hide their gender by using gender-neutral names in online environments or
that men adopt female personas online so that other users will behave less
aggressively to them (Vasilescu et al, 2014). Those reviews by users who use
gender-neutral names or non-name pseudonyms would fall into the unknown
category or possibly would result in disagreement among the tools that we
used to infer gender. As other research has done (May et al, 2019; Wachs et al,
2017), we focused on those users for whom the tools agreed on the gender
category of the name so that we could be more sure of the gender of the users
in our study.

5.3 External Validity

For app developers who are not interested in star ratings and users’ feedback,
the result of our study may not be useful. However, it is still an opportunity for
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them to understand similarities and differences between men’s and women’s
participation in the Google Play Store. The apps and reviews that are used
in this paper are based on the data provided by the Google to their Canadian
audience. Findings may vary in some locations and countries around the globe.
Future studies should investigate the differences and similarities in different
geographical locations.

5.4 Internal Validity

We study nine metrics in addition to gender to explain star ratings. We do
not claim an exhaustive list of explanatory metrics as the goal of our study is
to understand the relationship between gender and user feedback.

6 Conclusion

User reviews are an important information source that developers can use in
order to improve their star ratings. Given, various backgrounds and genders
of Android users, we study men’s and women’s participation in user reviews
that are posted on the Google Play Store. We analyze 438, 707 user reviews
of the top 156 Android apps over six months. We achieve a precision of 94%
when inferring genders associated with user reviews. We find that, despite
similar topics of user reviews between men and women, there are significant
differences in the ratio of men’s and women’s contributions to each topic. Our
findings suggest that remedies and solutions are required to encourage women
to participate more in the Google Play Store as user reviews shape developers’
direction in the changes they make in future releases. We also build a linear
regression model with star ratings as the target variable. We observe that
gender shares a statistically significant relationship with star ratings, where
being a man shares a negative relationship while being a woman shares a
positive relationship. Women’s user reviews are more likely to be liked by
other users and they appear higher in user reviews ranks, i.e., are among
the user reviews that users see first. Our findings suggest that developers
should keep gender in mind when addressing user reviews as considering only
star ratings or sentiment scores may cause them to miss user reviews that
are posted by women. By responding less to women’s reviews than men’s,
developers risk further discouraging women’s participation in the app review
process. Women’s user reviews are important because they are more popular
and are ranked higher by the Google which means that they are more likely to
influence users. Finally, we highlight similarities, such as similarity in length,
and differences, such as different star ratings and ranks, between men’s and
women’s user reviews. Given the statistically significant relationship between
gender and star ratings, future research and solutions should consider gender
when studying user reviews. Furthermore, future research should investigate
men’s and women’s motivations when posting reviews.
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